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VLMs struggle to handle abstract-oriented adjectives, i.e. 
properties not perceivable with the senses. ACT better 

leverages them using a training-free strategy.

TL;DR

Abstract-to-Concrete Translator (ACT)

Construct Abstract-Concrete paired data to learn the representation shift. 
At inference, augment abstract description embeddings according to the shift.

On the presence of abstract adjectives

The Problem

Abstracts ideally allow for a more 
discriminative query

Fashion descriptions are abstract-oriented
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VLMs struggle to leverage 
abstract attributes
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Abstract attributes convey novel 
information
Abstract-Concrete Pairs Absolute MCC distribution
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The Concreteness Gap

CODE/DEMO

ACT allows for effective and flexible retrieval with abstracts
ACT bridges the latent representation of descriptions for different VLMs
ACT retrieval is competitive on same/cross-dataset settings

A sweet 
cardigan

A edgy 
cardigan

A casual dinner 
dress

A formal dinner 
dress

Results

Abstract-orientedConcrete-oriented

“Opt for something a little 
different, such as this sexy top! 
This sleeveless number features 
a stunning crochet bodice, 
followed by loose, airy fabric”

“A sleeveless top 
with crochet 

bodice and loose 
waist”

Humans use both abstract and concrete words to express feelings, desires, and 
observable properties. However, Vision-Language Models (VLMs) are primarily pre-
trained on concrete-oriented web-image texts, underrepresenting abstract concepts.


